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We investigated DFT and TDDFT methods in the sense of the molecular orbital (MO) theory and in the
framework of the quantum theory of atoms in molecules (QT-AIM). The detailed investigations for the ground
state and the π f π* excited state of ethene clarified three aspects about DFT and TDDFT methods: First,
the DFT methods included electron correlation effects by directly changing MO energies and MO electron
density distributions. Second, MO occupation numbers explained why the delocalization indices (DIs) obtained
from DFT wave function files apparently differed from DIs obtained from the conventional correlated wave
function files. At last, the significant underestimation of the excitation energy for the πf π* adiabatic excited
states of ethene by TDDFT methods can be attributed to the exact degeneracy of HOMO (π) and LUMO
(π*), a special case of charge transfer (CT) excited states.

1. Introduction

Density analysis is independent of the density functional
theory (DFT), although both are based on electron density in
principle. The DFT methods are based on the Kohn-Hohenberg
theory, for which the properties are uniquely related to the
electron density,1-10 whereas the density used in density analysis
can be obtained from experiments or from calculations.11 To
do density analyses, the gradient of energy for a specific method
is needed to write out wave function files. The electron pair
density (delocalization indices (DIs)) can be analyzed by eq
112-14

Equation 1 was identical to Fulton’s sharing index, which
was obtained by integrating the exchange-correlation second-
order density and therefore was an approximation to the true
DI.15 Because a molecular orbital (MO) usually extends over
the whole molecule in the MO theory, the quantum theory of
atoms in molecules (QT-AIM) was necessary to separate the
molecule into atomic basins (Ω) on the basis of the topology
of electronic density. Every MO interacts with other MOs, and
the interactions were associated with separated atomic basins
and expressed by the elements Slm(Ω) of atomic overlap matrix
(AOM). The symbols nl and nm stand for MO occupation
numbers, and Ω and Ω′ represent different basins.

The DI was formally developed as the electron pair density,12

and only at the HF level could the equation of electron pair
density be simplified into an equation similar to eq 1, in which
nl ) nm ) 2.13 The exact pair density including correlation
effects was worked out and developed at the CISD level.13,14

We and others found that the simple eq 1 was applicable to
conventional correlated methods and DFT methods, provided

that the wave function files were written out as the expression
of natural MOs.16a,b,17 We further extended the application of
eq 1 to study the excited states at both CIS and EOM-CCSD
levels.16c As far as DFT methods are concerned, it was peculiar
that for the ground-state DFT, DIs of multiple bonds were close
to HF DIs, whereas the DIs of conventional correlation methods
were significantly reduced.10,13,18 Because the correlation effects
were included in DFT methods by definition, one interesting
question may be asked: How can we interpret the apparent
discrepancy in DIs?

For the excited states, the gradient of energy was worked
out by Van Caillie and Amos at the TD-LDA level to optimize
excited-state structures almost 10 years ago,19 and this technique
is now available for all new functionals in Gaussian program
packages.20 In this article, we investigated the ground state and
the Ã 1B1u(π f π*) excited state of ethene with a total of 25
DFT (TDDFT) functionals. A detailed comparison was made
between the DFT results and the results from the other two
families of methods: HF (CIS) and CCSD (EOM-CCSD). A
detailed analysis was also carried out to explain why the B3LYP
DIs were different from CCSD DIs but similar to HF DIs.

2. Ã 1B1u(π f π*) Excited State of Ethene

2.1. Optimization. Ethene is a prototype compound consist-
ing of one CdC double bond and has naturally been the ideal
subject of both extensive experimental and theoretical studies.
For the valence π f π* adiabatic excited state of ethene, the
VUV experiment indicated an uncertain dihedral angle of
37-90° and a C-C bond length of ∼1.4 Å.21 A recent MR-
CISD study concluded that the D2d structure (C-C is 1.386 Å)
was actually a saddle point upon pyramidalization of one
methylene group,22a and another multireference calculation
indicated that the C-C distance for the twisted πf π* excited
state (D2d) is 1.369 Å.22b Therefore, the true C-C bond length
seems to be ∼1.38 Å, and the πf π* state possesses multiple-
configuration character.23,24 In the early 1990s, the simple single-
reference method CIS was found to predict reasonable adiabatic* Corresponding author.
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π f π* excited-state structures; the bond length and dihedral
angle were 1.3742 Å and 88.47° at the CIS/6-311+G* level,
respectively.25 We later optimized the π f π* excited state at
the EOM-CCSD/6-311++G** level. The optimized HCCH
dihedral angle was 87.2°, and the optimized C-C bond length
was 1.344 Å.26

With the implementation of TDDFT energy gradients,20 we
optimized the adiabatic excited-state structures. Unfortunately,
none of the functionals could give a converged structure for
the π f π* adiabatic excited state of ethene, so we optimized
only the C-C bond length while restraining all other parameters
to be EOM-CCSD-optimized parameters (dihedral angle was
87.2°, C-H bonds were 1.09 Å, and ∠HCC was 123.9°). The
optimizations were also carried out for the twisted ground states
(Figure 1 and Table S1a in the Supporting Information with
both 6-311++G** and aug-cc-pVTZ basis sets). For the
adiabatic excited states, all TDDFT methods predicted longer
C-C bond lengths than both CIS and EOM-CCSD methods.
In contrast, all DFT methods regarding the 87° twisted ground
state produced C-C bond lengths of ∼1.4 Å, falling between
the results of HF and CCSD. All TDDFT methods seem to be
flexible in handling the twisted π f π* excited state. Some
studies indicated that DFT methods were able to treat diradical
species.27 As a rule, for both adiabatic excited states and twisted
ground states, pure functionals (shown toward left of Figure 1)
predict longer C-C bond lengths than hybrid functionals (shown
toward the right) do. The DFT methods predict slightly shorter
C-C bond lengths (by 0.002-0.005 Å) by aug-cc-PVTZ basis
sets than by 6-311++G** (Table S1a in the Supporting
Information).

2.2. Excitation Energies: Implications of HOMO and
LUMO. Ethene has a planar structure in its ground state and a
twisted structure in its π f π* adiabatic excited state. The
CCSD-optimized structure (ground state) and the EOM-CCSD-
optimized structure (excited state) were used in the following
discussion. Besides the usual vertical excitation energy and
adiabatic excitation energy, we additionally separated the
adiabatic excitation energy into two components: the distortion
energy (the energy needed to convert a planar structure into a
twisted structure) and the subsequent energy needed to excite
electrons from the distorted structure. The latter was sometimes
called vertical de-excitation energy because of its connection

to fluorescence in some systems.28 We will not adopt this
designation to avoid confusion in our following discussions. In
Figure 2, the vertical excitation energies were subtracted by 8.0
eV to maintain the same scale as the other lines; also, all other
energies are subtracted by the corresponding CCSD or EOM-
CCSD values.

The value of 8.0 eV (7.9 ( 0.1 eV) was estimated to be the
true vertical excitation energy by Lindh and Roos.23 EOM-
CCSD/6-311++G** predicted a reasonable vertical excitation
energy of 8.17 eV (only 0.17 eV higher), whereas TDDFT
vertical excitation energies were too low (by ∼0.5 eV). The
adiabatic excitation energy was 5.98 eV at EOM-CCSD/6-
311++G** level, which was in reasonable agreement with the
experimental value of 5.50 eV. All TDDFT methods predicted
significantly lower adiabatic excitation energies than the EOM-
CCSD method (by ∼1.5 eV). In comparison with CCSD (EOM-
CCSD) results, DFT methods overestimated distortion energy
by a relatively small amount (0.1 to 0.3 eV), whereas TDDFT
methods significantly underestimated the excitation energy from
the twisted structure (red line in Figure 2, by 1.5 to 1.8 eV).
The significant underestimation of adiabatic excitation energies
by TDDFT methods came from the latter (Figure 2). The
TDDFT methods introduced only negligible changes in excita-
tion energies by aug-cc-pVTZ basis sets in comparison with
6-311++G** basis sets (Table S1b in the Supporting Informa-
tion).

Why do TDDFT methods predict substantially low excitation
energies for both vertical and adiabatic excited states? We can
find clues from the energies of MOs. The HOMOsLUMO
excitation was the major component of the π f π* excited
states. Figure 3 plots energies (cf. Table S1c in the Supporting
Information for exact energies with both 6-311++G** and aug-
cc-pVTZ basis sets) for a few MOs for both planar and twisted
ground states. For all DFT functionals, Kohn-Sham HOMO
energies were generally higher and Kohn-Sham LUMO ener-
gies were consistently lower than those of the HF approach.
As a result, HOMO-LUMO gaps were typically smaller than
the HF gaps, so the excitation energies were substantially low.
Because of the mixing of HF in hybrid functionals, the hybrid
DFT methods had enlarged HOMO-LUMO gaps and, in
general, increased excitation energies. For the twisted ground
state, the gap between HOMO and LUMO reduced so signifi-

Figure 1. Deviations of the C-C bond from 1.40 Å. The H-C-C-H dihedral angle was kept at 87.2°. The blue line indicates adiabatic excited
states (TDDFT), and the pink line indicates twisted ground states (DFT).
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cantly that two MOs were almost degenerate, which was
especially evident for pure functionals. The relationship between
the HOMO-LUMO gap and the excitation energy should not
be over emphasized because the total energy is not simply the
sum of all individual MO energies (which is only true in the
case of single-electron Hückel theory). Nonetheless, there is no
doubt that the small HOMO-LUMO gap contributed to the
significantlyreducedexcitationenergy.ThesmallHOMO-LUMO
gap may also add difficulty to TDDFT approaches in locating
the structure of the π f π* adiabatic excited state.

Among all TDDFT methods, the M052X functional was
peculiar for having the greatest energy gaps between the HOMO
and the LUMO (Figure 3). Noticing the big HOMO-LUMO
gap, it is acceptable that M052X predicted slightly higher
vertical excitation energies than the other functionals. Surpris-
ingly, the adiabatic excitation energy from M052X was the
lowest among all TDDFT functionals (Figure 2). We may trace

this anomaly back to TDDFT methods. According to the
response theory, excitation energy, ω, and corresponding
vectors, X and Y, were generally obtained by solving the
following non-Hermitian eigenvalue equation.29-31

Therefore, we typically have both excitation from occupied
Kohn-Sham MOs to virtual Kohn-Sham MOs (particle-hole)
and excitation from virtual Kohn-Sham MOs to occupied
Kohn-Sham MOs (hole-particle). The hole-particle compo-
nents are also called de-excitation, which was negligible for
the vertical excited states but appeared to be significant in all
adiabatic excited states. The components of π f π* excitation
with the M052X functional had an important contribution of

Figure 2. Excitation energies for ethene. (The vertical excitation energies are subtracted by 8.0 eV. All other energies are subtracted by CCSD or
EOM-CCSD values. The methods are (from left to right): cis, rpa, lsda, blyp, olyp, bp86, pbepbe, hcth, thcth, bb95, vsxc, tpsstpss, m05, m052x,
o3lyp, b3lyp, b3p86, pbe1pbe, b1b95, thcthhyb, tpssh, bmk, bhandh, bhandhlyp, hse2pbe, hse1pbe, cam-b3lyp, EOM-CCSD).

Figure 3. Energy of FMOs (methods are the same as those of Figure 2).
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LUMOf HOMO de-excitation. The magnitude of the LUMO
f HOMO coefficient was 1.732, whereas that of HOMO f
LUMO was 1.839. The magnitude of the de-excitation coef-
ficients for other functionals was approximately 0.5, which was
about half of that of excitation coefficients (HOMOf LUMO).

In conclusion, DFT methods generally change the energies
of Kohn-Sham MOs to treat systems at a more accurate stage
than HF for the ground state. In the meantime, the energy
increases of HOMO and energy decreases of LUMO typically
result in too low excitation energy for the πf π* excited state
of ethene.

2.3. Delocalization Index Analyses. Electron density pro-
vides a common place to compare different methods via the
density difference plots. Once electron density is derived, a
molecule can be separated into QT-AIM atomic basins.11 In this
context, the DIs can be calculated by eq 1, which has been
extended to study correlation effects in both ground and excited
states.12-17 We plotted C-C DIs in Figure 4 (cf. Table S1d in
the Supporting Information for the exact values with both
6-311++G** and aug-cc-pVTZ basis sets) to compare the DFT
methods with wave function methods for both ground and
excited states.

The behavior of DIs (Figure 4) confirmed the observation
that the DFT DIs for the ground states were normally close to
or even bigger than HF DIs (blue bars),10,13,18 whereas CCSD
DIs were noticeably smaller than HF DIs. The increase in
TDDFT DIs was particularly significant for the adiabatic excited
states (yellow bars). For the vertical excited states, DIs were
small for all three types of methods. Again, CCSD DI was
smaller than CIS DI. DFT DIs roughly fall in between CIS DI
and CCSD DI, and some DFT DIs could be slightly bigger than
CIS DI. These above DI behaviors were explained by the
occupation number of MOs, as explained below.

For the ground state, some virtual MOs of correlated
wavefuntion files (such as CCSD, etc.) are occupied by a small
amount of electrons. Those occupations mimic the contribution
of other configurations in the conventional correlated methods.
The occupation of virtual MOs explained the significant decrease
in DIs for correlated methods. All virtual Kohn-Sham MOs
of DFT wave function files for the ground states were empty
because the current implementation of DFT adopts an HF-like
single determinant. Therefore, the calculated DIs from DFT and
HF wave function files were similar.

The occupation of virtual MOs also explains the DI trends
for both the vertical and adiabatic excited states. As a general
rule, smaller occupation numbers of virtual MOs would lead to
a small decrease in DIs. For the vertical excited states, we had
roughly one electron on each of the π and π* MOs for all three
types of methods; therefore, all CIS, TDDFT, and EOM-CCSD
wave function files produced small DIs, which were in turn
similar to one another. For the twisted adiabatic excited states,
the significantly large DIs of TDDFT again were related to the
occupation numbers of virtual MOs (mainly π* MO). The
occupation numbers of the ninth Kohn-Sham natural MOs
(LUMO) in TDDFT wave function files were very small (0.002
to 0.168), whereas CIS still had roughly one electron in π* MOs.
The small LUMO occupation numbers for DFT methods were
understandable considering the significant de-excitation from
LUMO to HOMO. In the EOM-CCSD wave function files, aside
from the doubly occupied inner MOs, electrons were scattered
among a number of MOs (HOMO 1.11e, LUMO 0.86e,
HOMO-1 through HOMO-5 each have 1.97 to 1.95e, and
LUMO+1 through LUMO+5 each have 0.020 to 0.024e).

The DI was 1.5034 at the CCSD/aug-cc-pVTZ level and
roughly 1.9 at DFT/aug-cc-pVTZ levels for the ground state of
ethene (Table S1d in the Supporting Information). The DIs
describe electron pair density or sharing magnitude, and DIs
obtained with correlated wave function files are good approxi-
mations to those obtained from exact correlated treatment.14a,16,17

If we focus only on first-order density, can we derive a bond
order close to two based on electron density from the CCSD
wave function file? The C-C bond order can be approximated
by the equation of b ) (n - n*)/2, where n and n* are
occupation numbers of bonding and antibonding MOs, respec-
tively. Regarding CCSD wave function files, the HOMO (π)
and LUMO (π*) have 1.915e and 0.064e, respectively. Ad-
ditionally, MO6 (σ) and MO11 (σ*) have 1.957e and 0.022e,
respectively. Therefore, the bond order should be (1.957 + 1.915
- 0.064 - 0.022)/2 ) 1.893. The value of 1.893 is close to 2,
the ideal number for a covalent double bond. This relationship
can be visualized by electron density difference plots (Figure
5). We subtracted the electron density of the HOMO (π) in the
HF wave function file from the electron density of the HOMO
(π) and LUMO (π*) in the CCSD wave function file, and the
electron density difference plots demonstrated obvious πf π*
character. Only taking the HOMOs of B3LYP and HF, we found

Figure 4. Calculated delocalization indices (DIs) for the ground state (gs), vertical excited state (vert), and adiabatic excited state (adia) of ethene.
(Methods for ground states are HF, DFT, and CCSD, and the corresponding methods for excited states are CIS, TDDFT, and EOM-CCSD).
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a strikingly similar electron density difference plot. In summary,
although DIs were much smaller for CCSD wave function files
than for DFT wave function files, DFT methods and CCSD
methods had similar electron density distributions. Because DFT
methods included π* character in π MOs, Kohn-Sham HOMOs
of DFT methods had higher MO energy than HF HOMOs
(Figure 3). Therefore, the significant changes in pair density
might not also induce dramatic changes in density, suggesting
that electron density itself may not be sensitive enough to
account for multiple reference character.

3. Discussion

The adiabatic π f π* excited state had not been previously
carefully studied by TDDFT methods. Van Caillie and Amos
implemented the gradient of TDDFT methods and tested only
the lowest excited states of ethene and formaldehyde, and the
lowest excited state of ethene with a small dihedral angle (33.4°
at TD-LDA/6-311(2+,+)G** level) was the π f 3s excited
state.19 Furche and Ahlrich also implemented the gradient for
TDDFT methods and investigated excited-state properties
recently, but ethene was not included in their test set of small
molecules.32 However, the considerable underestimation of
excitation energies by TDDFT was common for the charge
transfer(CT)excitedstatesbecauseofthespuriousself-interaction.33-35

A special example was ethene dimer. Hieringer and Görling
proved that the underestimation of excitation energies came from
the imperfect TDDFT exchange-correlation kernel,36 whereas
Dreuw and Head-Gordon treated this special case as CT having
exact degeneracy.37 In the case of the adiabatic πf π* excited
state, the ideal structure should have a dihedral angle of 90°;
therefore, π and π* MOs would be exactly degenerate. The
closer the dihedral angle approaches 90°, the worse the TDDFT
excitation energies will be. This was confirmed by Figure 2.
Although the adiabatic π f π* excited state is a special case
of CT excited states, it is normally classified to be of multiple-
configuration characteristics.

The MO properties were helpful for interpreting results, and
both occupied and virtual MOs needed to be considered in the
study of excited states. According to the adiabatic approximation
of TDDFT methods, the unknown time-dependent exchange-
correlation potential of the excited state was approximated by
the time-independent exchange-correlation potential of the
ground state.4,31 Within HF theory, the Koopman theorem
indicated that -HOMO and -LUMO were good approxima-
tions for ionization potential (IP) and electron affinity (AP),
respectively. The former was evaluated with the N electron
system, and the latter was formally evaluated with the N + 1
system. Within the DFT framework, both -HOMO and
-LUMO were estimated with the same N electron system;
therefore, the HOMO energy was still related to the IP, but the
-LUMO energy was usually too low, resulting in lower
excitation energies.35 The energies of -HOMO could be used
to estimate the accuracy of TDDFT methods38 and to design

new functionals.39 We classified all 24 DFT functionals (exclud-
ing LSDA) into three categories: pure GGA functionals (BLYP,
OLYP, BP86, PBEPBE, HCTH), pure τ functionals (THCTH,
BB95, VSXC, TPSSTPSS), and hybrid functionals (M05,
M052X, O3LYP, B3LYP, B3P86, PBE1PBE, B1B95, THCTH-
HYB, TPSSH, BMK, BHandH, BHandHHYB, HSE2PBE,
HSE1PBE, CAM-B3LYP). As a general rule, pure functionals
tended to introduce small HOMO-LUMO gaps, and hybrid
functionals tended to give large HOMO-LUMO gaps because
of their HF-exchange component. Therefore, the hybrid func-
tionals normally predict excitation energies better than the pure
functionals. The HOMO energies increased and LUMO energies
decreased so dramatically at the same time (Figure 3) that the
improvement with hybrid functionals was negligible for the π
f π* adiabatic excited states of ethene (Figure 2). For the
vertical and adiabatic ny-π* excited state of H2CO, HOMO
energies markedly increased but LUMO energies only slightly
decreased with DFT methods (Figure S1 in the Supporting
Information) and thus the performance of hybrid functionals
was obviously better (Figure S1a in the Supporting Information).

Because excited states usually involve more than two MOs
and MOs normally span over the entire molecule, density
analyses are necessary to characterize excited states. The density
analyses were especially helpful in interpreting the results from
the conventional correlated methods because the treatment of
electron correlation needed to manipulate all MOs. Besides the
density difference analyses, we can further perform pair density
analyses (DI) in the QT-AIM framework11 or undertake electron
localization function (ELF)40 analyses. Our detailed studies on
DIs by the means of TDDFT (and DFT) indicated that further
investigations were necessary for such analyses with TDDFT
and DFT methods. Scalmani et al. recently included solvent
effects during the implementation of the TDDFT gradient.20

Therefore, solvent effects could also be included for both
TDDFT optimization and TDDFT density analyses.

4. Conclusions

The detailed analyses of the MO properties for the ground
state and the π f π* excited state of ethene explained several
aspects of the DFT and TDDFT methods: (1) The DFT methods
included electron correlation effects by directly changing the
electron density distributions among occupied MOs; the changes
in electron density distribution were related to the energy
increases for occupied MOs. (2) The correlation effects of DFT
methods increased occupied MO energies and reduced virtual
MO energies, contributing to the significant underestimation of
excitation energies of ethene by TDDFT methods. (3) The
apparent DI differences between DFT methods and conventional
correlated methods were explained by the different MO oc-
cupation numbers. (4) For the π f π* adiabatic excited states
of ethene, the significant underestimation of the excitation
energy can be attributed to the exact degeneracy of HOMO and
LUMO, a special case of CT excited states.

5. Calculations

Both CIS and TDDFT (DFT) calculations were done with a
development version of GAUSSIAN;41 CASGEN42 was used
to make the electron density difference plots, and we employed
AIMALL43 or AIMPAC44 to obtain the AOM. The DIs were
obtained with LIDICALC.45

Supporting Information Available: Optimized CdC bond
lengths of π f π* excited states for ethene, the excitation
energies of π f π* excited states for ethene, FMO energies

Figure 5. Density difference from specific MOs for the ground state
of ethene (0.001 au contour, dotted line indicating density depletion,
and solid line indicating density increasing).
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for ethene, calculated DIs for the CdC bond with both
6-311++G** and aug-cc-pVTZ basis sets, and results for
H2CO. This material is available free of charge via the Internet
at http://pubs.acs.org.
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